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Executive Summary  

Historical handwritten documents often suffer from several degradations, have low quality, exhibit 

dense layout, may have adjacent text line touching and arbitrary text line skew. In WP3, we strive 

towards the development of innovative methodologies in document image analysis (DIA), 

handwritten text recognition (HTR) and keyword spotting (KWS) in order to provide the core 

elements of an HTR engine. Our aim is to go beyond state-of-the-art techniques in DIA in order to 

efficiently enhance the quality and segment historical handwritten documents as well as to prepare 

the necessary HTR and KWS modules which will be used in the subsequent recognition stages. This 

deliverable includes a description of the progress concerning the DIA, HTR and KWS tools during 

the last two years of the tranScriptorium project. In the case that a piece of work is already 

published in a conference or a journal, we just provide a short summary of it along with the 

corresponding paper in the Appendix. 
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1. Introduction  

 

The aim in this project is to develop innovative, cost-effective solutions for the indexing, search and 

full transcription of historical handwritten document images using HTR and KWS technologies. 

Existing Optical Character Recognition (OCR) systems are not suitable due to the fact that in 

handwritten text images several factors such as degradations, low quality, dense layout, adjacent 

text line touching and arbitrary text line skew, significantly affect the recognition performance. To 

this end, in WP3, ñFundamental research for HTR and DIAò, we focus on the development of 

innovative methodologies in DIA, HTR and KWS in order to enhance the quality and segment 

historical handwritten documents as well as to provide the core elements of HTR and KWS 

modules.  

Image pre-processing (T3.1) is necessary as a first step in order to (i) process color or grayscale 

historical handwritten documents so that the foreground (regions of handwritten text) is separated 

from the background (paper), (ii) eliminate the presence of unwanted and noisy regions as well as to 

enhance the quality of text regions, (iii) correct dominant page skew and (iv) identify and correct 

character slant. Special focus is given on the challenging characteristics of the handwritten 

documents which include low contrast and uneven background illumination, bleed through and 

shining or shadow through effects. In the last two years of the project, we focused mainly on image 

enhancement for background, noise removal and bleed-through reduction as well as on text line 

image normalization in order to correct skew, slant and size and to remove underlines.  

In order to achieve accurate HTR performance, a robust and efficient solution to a hierarchical 

segmentation task (T3.2) is necessary. In tranScriptorium, we developed a hierarchical 

segmentation model that consists of three levels. The first level is dedicated to the detection and 

separation of handwritten text blocks in the document. A document structure and layout analysis is 

involved in order to detect the spatial position of text information. In the second level, text lines are 

identified while the third level involves the segmentation of each text line into words. Challenges 

that have been addressed concern the local skew and noise, the existence of touching adjacent text 

lines, as well as the non-uniform spacing among text areas. In the last two years of the project, 

special focus is given in the detection of main text zones and text lines, as well as in word alignment 

between transcripts and images. 

Current HTR technology is adapted to the tranScriptorium goals (T3.3). Efficient techniques for 

training morphological (HMM) transcription models are used. These models are trained from 

scratch or adapting previously trained models. The language models needed in the HTR systems 

have been investigated while a word graph associated to each line have been obtained as a 

byproduct of the HTR process. These word graphs can be considered as metadata that can be 

associated to each document. Recent research described in this document concerns cross-collection 

models and data reuse, extended experiments on several historical datasets, as well as line image 

and transcripts alignment for training. 

Concerning KWS (T3.4), we follow three distinct paths which are unified at the end. In particular, 

we consider not only word spotting approaches starting from handwritten documents that have been 

previously segmented into words and whole text lines, but we also consider a segmentation-free 

approach. In particular, we implement a segmentation-based and a segmentation-free approach to 

the query by example task, and a segmentation-based approach to the query by string task. The 

resulting ranked lists from all three independent word spotting approaches are treated as different 

modalities for which a late fusion algorithm merges them into one coherent final result. In the last 

two years of the project, special focus was given on using novel image local points that help both 

segmentation-based and segmentation-free KWS, on solving out-of-vocabulary issues for the query 

by string task as well as on speeding up the search procedure. 
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Finally, there is an overall evaluation activity (T3.5) which encompasses all the testing and 

assessment work carried in tasks T3.1-T3.4. 

This report is the second and final version of the two main deliverables of WP3. It includes a 

description of the progress concerning the DIA, HTR and KWS tools during the last two years of 

the tranScriptorium project.  

Basic facts about WP3 are as follows: 

 

Effort:  UPVLC: 29pm, NCSR: 37pm 

 

The PMs include the changes agreed with PO in July 2015. 

 

Tasks 

 

T3.1 Image pre-processing (NCSR, UPVLC. Led by NCSR) 

T3.2 Image segmentation (NCSR, UPVLC. Led by NCSR) 

T3.3 Handwritten text recognition (UPVLC) 

T3.4 Key word spotting (NCSR, UPVLC. Led by NCSR) 

T3.5 Evaluation (NCSR, UPVLC. Led by NCSR) 

 

All tasks are active since month 1. 

 

Deliverables (due in month {12,34}): 

 

There are two deliverables and two versions of each deliverable; the first version is due in 

month 12 and the second in month 34. 

 

D3.{1,2}.1 Software tools for DIA, HTR and KWS 

D3.{1,2}.2 Description and evaluation of tools for DIA, HTR and KWS 

 

Milestones: 

 

MS3 1st. First version of public DIA, HTR and KWS platforms (month 14) 

MS6 2nd. Second version of public DIA, HTR and KWS platforms (month 36)  
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2. Image Pre-processing 

2.1 Binarization 

 

Binarization is a fundamental process for HTR, since it is used in several intermediate processes 

before the HTR process is applied. This problem was extensively described in deliverable D3.1.2. 

[Gatos 2014a]. The Binarization method developed in tranScriptorium is an extension of the work 

[Ntirogiannis 2014] that was developed from NCSR specifically for handwritten document images. 

The method can handle bleed-through cases (if parameter = 1 is used), faint characters (if parameter 

= 2) or most cases in general (if parameter = 0 ï default). Details of the method as well as 

evaluation results can be found in deliverable D3.1.2, Section 3.1.1.  

 

Several images from tranScriptorium together with the corresponding semi-automatically generated 

ground truth were included to the ICFHR2014 Competition on Handwritten Document Image 

Binarization (H-DIBCO 2014) that was organized by NCSR [Ntirogiannis 2014a]. Applying the 

developed binarization method using parameter 0 (general case) at the H-DIBCO 2014 dataset, an 

F-Measure of ~93% is achieved. This means that the general case of the tranScriptorium 

Binarization is among the top-3 methods in H-DIBCO 2014 ranking list. This result is consistent 

with the evaluation presented in deliverable D3.1.2 using the dataset of the 2013 contest (DIBCO 

2013) also organized by NCSR.  

In Figure 2.1.1 binarization results using the default as well the bleed-through parameter are 

presented. 

 

(a) 

 

(b) 

 

(c) 

Figure 2.1.1: (a) Original image; (b) binarization with default parameter; (c)  binarization with 

bleed-through parameter. In circle, the areas where some noise is eliminated.   
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2.2 Border Removal 

The border removal tool developed in tranScriptorium included in deliverable D3.1.2, Sections 

3.1.2 & 4.1.2 & 5.1.2 [Gatos 2014a] is now part of the segmentation tool described in Section 3.1 of 

this document.   

2.3 Image Enhancement 

In deliverable D3.1.2, Sections 3.1.3, 4.1.3 & 5.1.3 [Gatos 2014a] we presented the developed tools 

for enhancing the quality of color, gray or binary images (background filter, Wiener, Gaussian and 

unsharp filters, contour enhancement, morphological and despeckle filters). In this section, we will 

present the progress concerning background and noise removal as well as bleed-through reduction.  

Background and noise removal 

This  paragraph describes the improvements of the techniques and development presented in the 

first part of section 3.1.3 in deliverable D3.1.2 [Gatos 2014a]. That section dealt with the extraction 

of the text from noisy backgrounds, a common requirement when treating scanned historical 

documents. The basics of the techniques developed were properly described in deliverable D3.1.2, 

and they will not be replicated in this document. Nevertheless, the comprehensive research that was 

performed later on resulted in a publication [Villegas 2015] that was presented at the IbPria 2015 

conference, so more details related to the technique can be found in the paper included in Appendix 

A.1. 

Additional to the background removal technique described in the paper, a complementary noise 

reduction approach was developed and implemented in the corresponding software. The technique 

attempts to remove noise similar to the one known as salt and pepper, though in the context of 

digitized documents. For historical documents, this type of noise corresponds to spurious small 

dots, that for instance can be caused by the texture of the paper or due to show-through content 

from the opposite side of the page. A common technique for cleaning this noise is to first binarize, 

then label connected components and finally removing a certain percentage of the smallest 

components or all the components below a predefined area. The main drawback of these approaches 

is that faint writing strokes tend to be converted to a discontinuous line of small points, thus they 

risk being discarded by the noise removal. 

To prevent the erroneous removal of parts of faint strokes the basic idea has been to generate a 

binary mask whose objective is to protect possible parts of strokes from removal. What 

characterizes handwriting strokes in images is that they are generated from continuous paths, and in 

the case of faint strokes, parts of the path may be missing. A way to protect these discontinues 

strokes is to try to join them, although in general this problem is hard and in fact equivalent to the 

original problem of extracting text from noisy backgrounds. Simplifying conservatively to favour 

that all stokes be included in the mask, a technique was developed inspired by classic text 

segmentation approaches that rely on the Run Length Smoothing Algorithm (RLSA). RLSA joins 

image components based on their proximity. To apply it to the present problem we extended it to be 

4-directional: horizontal, vertical and both diagonals, so that it can approximate better a curved 

path. Then, the length parameter of the algorithm was set to be small enough to be comparable to 

the stroke width. After obtaining the RLSA mask, the parameters of the joined components in the 

mask are the ones used for considering removals. 

To illustrate the technique, Figure 2.3.1 presents a few examples. In the first example, it can be seen 

how the RLSA mask protects a small dot at the end of the descender of the first letter ñpò since it 

correctly becomes part of the component of the first three letters. The second example shows a 

straight line and significant show-through that is removed partially. The final example presents an 

incorrect removal of part of a faint stroke. There is an isolated dot between the upper and lower 
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parts of the first letter ñfò. The separation is larger than the length parameter of the RLSA, so the 

parts are not joined and due to its small size it is removed. From this it can be observed that the 

RLSA length parameter needs to be adjusted experimentally and depends on the size of the strokes. 

So, in order for this technique to work better independent of the image collection, the images should 

correctly specify the resolution density. 

 

Figure 2.3.1: Example images from the Esposalles corpus comparing the original image with: the 

enhanced image before small component removal, the RLSA mask and the final image after RLSA 

cleaning. 

The imgtxtenh command line tool that was referenced in deliverable D3.1.2 [Gatos 2014a] in 

section 5.1.3 had several improvements, thus here we describe the changes. The tool now uses the 

ImageMagick library, so it now supports a much wider variety of image formats both for input and 

for output. Furthermore, the processed images preserve all of the metadata of the original (if the 

output format supports it), allowing for example to keep the information about the image 

acquisition device. Another change is that the parameters can now be supplied in physical 

dimensions, so if the image resolution is set correctly, then the performance should not be affected 

greatly by differing acquisition resolutions across collections. 

Due to the use of ImageMagick, the usage of the tool was changed slightly. The input and output 

images are provided in ImageMagick syntax as the first and second non-option arguments 

respectively. The algorithm parameters that can be varied are the window width w, the mean 

threshold factor k (which are from the original Sauvola) and the black to white transition factor s. 

These three parameters are specified to the tool as arguments with the respective letters, i.e., -

w{INT}, -k{FLOAT} and ïs{FLOAT}. To do a contrast stretching to the image before the algorithm 

is applied, use the argument -S {SATU} where SATU is the percentage of pixels that will be 

saturated in the extremes of the range. For small component removal the option -r {AREA} is used, 

which would remove all components whose area is below the provided one. Finally, select the units 

used for the parameters is set by -u pixels or -u mm. 

For example to apply the original Sauvola algorithm with parameters w = 30 and k = 0.2 to image 

Esposalles.png and save the result to Esposalles_sauvola.png, the following command would be 

issued: 

imgtxtenh -u pixels -s 0 -w 30 -k 0.2 Esposalles.jpg Esposalles_sauvola.png 

To apply the proposed algorithm with the same parameters as the previous example and a black to 

white transition factor s = 0.5, the following command would be issued: 
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imgtxtenh -u pixels -s 0.5 -w 30 -k 0.2 Esposalles.jpg Esposalles_sauvola.png 

The updated version of this tool is included as part of the package described in Section 3.3. 

 

Inter active bleed-through reduction 

This  paragraph describes the continuation of the research line described in the second part of 

section 3.1.3 of deliverable D3.1.2 [Gatos 2014a]. That section in D3.1.2 introduced a preliminary 

work on a technique for removing bleed-through noise. Bleed-through [Tonazzini 2007] is the effect 

caused by the slight transparency of paper that when scanning, the content of the reverse side of the 

page tends to appear. Unlike other approaches that deal with the bleed-through problem, including 

others developed in the context of the tranScriptorium project, this one is based on color image and 

the interactive paradigm. Instead of expecting the technique to work perfectly for any document, a 

user would be asked to select a few example regions of the image, some that correspond to bleed-

through and others that correspond to text without bleed-through. Using this information, the 

system is able to learn a discriminative color channel that effectively diminishes the bleed-through 

while at the same time enhances the text. This transformation can be shown to the user for 

judgement and give the possibility of selecting more example regions. When processing a 

collection, the regions would be selected only from a few pages and the result would be useful for 

the remaining. This new proposed kind of interaction requires relatively little human effort thus it 

can lead to a reduction of the overall transcription effort. 

This bleed-through reduction technique was published in [Villegas 2014] and presented at the 

ICFHR 2014 conference. For the complete details and experimental results, please refer to the paper 

that is included in Appendix A.1. 

2.4 Image Normalization 

In deliverable D3.1.2, Sections 3.1 & 4.1 & 5.1 [Gatos 2014a], we presented the developed tools for 

skew correction at page, text line and word level as well as for slant correction at text line and word 

level. The skew correction method was adapted to work with a variety of documents (e.g. historical 

machine printed or multicolumn documents, documents with figures and tables) and published at  

IJDAR during 2014 [Papandreou 2014] (see Appendix A.1). In this section, we will present the 

progress concerning text line normalization which combines skew, slant and size normalization as 

well as removal of underlines. 

Text line normalization 

Text line normalization process includes several steps in order to reduce variations in writing style. 

Following the requirements of the tranScriptorium project, a novel text line normalization 

technique has been developed in which the input is a text line image. The distinct steps of this 

process are described in a sequel. 

 

Step1: Binarization: As a first step, the input text line image is binarized using the binarization 

method which is developed specifically for handwritten document images in the frame of the 

project (see Figure 2.4.1). 

 

 
(a) 

 
(b) 

Figure 2.4.1: (a) Original and (b) binary text line image after applied the binarization method. 
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Step2: Remove Underlines: The average character height is calculated and the straight lines with 

length greater than a threshold (which is calculated based on the average character height) are 

removed (see Figure 2.4.2). 

 

 
Figure 2.4.2: Text line image shown in Fig. 2.4.1 after underlines have been removed. 

 

Step3: Skew correction: Each overlap connected component (OCC) is horizontally aligned, i.e. 

rotated, such that the baseline is parallel to the x-axis of the image. In order to determine the skew 

angle of an OCC a projection based method is used (see Figure 2.4.3).  

 

 
Figure 2.4.3: Each overlap connected component is horizontally aligned. 

 

Step4: Baselines Detection: The upper (u) and the lower (l) baseline of each OCC are detected using 

the following cost function: 

                                                 ꞈόȟὰ ὖ ὰ ὖ ό Ὡz            (2.4.1) 

 

where ὖ ώȡ  is the difference of horizontal projections upper and lower of y scanline. After the 

baselines of each OCC have been detected, the horizontal alignment of the text line is corrected. 

Figure 2.4.4 depicts an example of a text line after the horizontal alignment restoration along with 

the detected baselines.  

 
Figure 2.4.4: A text line after the horizontal alignment restoration along with the detected baselines 

of each OCC. 

 

Step5: Slant Correction: Applying a shear transformation, the writingôs slant is transformed into an 

upright position. In order to determine the slant angle a projection based method is used (see Figure 

2.4.5). 

 
Figure 2.4.5: Text line image shown in Figure 2.4.4 after slant correction. 

 

Step6: Size Normalization: The size of the text line is normalized in order to minimize the 

variations in size and position of its three zones (main body area, ascenders, and descenders) (see 

Figure 2.4.6). 

 

Figure 2.4.6: Text line image shown in Figure 2.4.5 after size normalization. 

 

The developed text line normalization process tries also to restore text lines which have been 

crossed out. Since the straight lines have been removed, broken components are reconnected. An 

example of a crossed out text line after text line normalization process is depicted in Figure 2.4.7.  

 
(a) 

 
(b) 

Figure 2.4.7: Text line image which has been crossed out (a) before and (b) after text line 

normalization process. 
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Representative examples of the developed text line normalization method as well as the state-of-

the-art method developed by UPVLC [Toselli 2004] are depicted in Figures 2.4.8 - 2.4.9. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2.4.8: (a) Original text line image; normalized text line image using (b) UPVLC and (c) 

NCSR normalization method. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2.4.9: (a) Original text line image; normalized text line image using (b) UPVLC and (c) 

NCSR normalization method. 

 

For the evaluation of the developed text line normalization method we conducted an end-to-end 

experiment using the HTR tool and the 433 images from the Bentham collection that had been 

completely ground-truthed (1
st
 batch). This set consists of 11470 line images approximately, that is 

partitioned into a train set of 9195 text line images, a validation set of 1415 text line images and a 

test set of 860 text line images. For our experiments we used the train and the validation set. Table 

2.4.1 shows comparative experimental results in terms of Word Error Rate (WER) and Character 

Error rate (CER) using the UPVLC method [Toselli 2004] as well as the developed method (NCSR) 

for the pre-processing step. As it can be observed, using the normalized text lines produced by the 

developed method the system performs 0.7% better than using the UPVLC pre-processing method. 

Table 2.4.1: Comparative experimental results on the dataset of the Bentham collection. 

Method WER (%) CER (%) 

UPVLC 21.02 9.51 

NCSR 20.32 9.08 
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The text line normalization method was delivered in the form of a console application:  

LineNormalization [options] -i InputTextLine -o NormTextLine 

 

where [InputTextLine] is the original text line image (color, grayscale or binary) and 

[NormTextLine] the normalized text line image. The algorithm parameters that can be varied are the 

following: 

[options] :  -s  Disable Size Normalization 

-u Disable Underlines Removal 

-d Process Deleted Lines 

-uz Define Upper Zone Size  

-mz Define Main Zone Size 

-lz Define Lower Zone Size 

 

Examples of the developed text line normalization method are given in Figure 2.4.8. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 2.4.8: Text line normalization examples; (a),(c) original text line images; (b),(d) normalized 

text line images  
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3. Image Segmentation 

3.1 Detection of main page elements 

Detection of main text zones  

In the approach delivered in the first year of the project we followed a two-step procedure in order 

to detect the main text zones (deliverable D3.1.2, Sections 3.2.1, 4.2.1 & 5.2.1 [Gatos 2014a]). 

First, vertical lines are detected based on a fuzzy smoothing method. Then, we process the 

information appearing in the vertical white runs of the image. Based on those two steps we are able 

to detect the main text zones that may appear in one or two columns. In the following period, we 

improved this technique mainly focusing in defining the exact position of text areas. We proceeded 

to a refinement of the result, treating cases of text overlapping with horizontal or vertical rule lines 

as well as to horizontally restrict the already detected vertical text zones. The results of this work 

were published in [Gatos 2014b] and presented at the ICFHR 2014 conference. For the more 

details, please refer to the paper that is included in Appendix A.2.  

Additional work done concerns (i) the usage of polygons in order to better represent the 

segmentation result as well to improve the detection accuracy  and (ii) the classification of text 

regions to basic categories (main text ï marginalia ï header). Representative results of the page 

segmentation method developed in tranScriptorium are presented in Figure 3.1.1.  

 

               
 

Figure 3.1.1: Representative results of the page segmentation method developed in 

tranScriptorium.  

 

Current page segmentation evaluation practices use pixel information or polygon region outlines for 

comparing the result with the correct regions. In tranScriptorium, we introduced a novel goal-

oriented page segmentation performance evaluation technique in order to have an evaluation metric 

that reflects the percentage of the text information in which the subsequent processing (text line 

segmentation and recognition) can be applied successfully. Moreover, the new evaluation technique 

avoids the dependence on a strictly defined ground-truth since the ground-truth for page 

segmentation is quite ambiguous and may differ between users. This work is published in 

[Stamatopoulos 2015] and presented at the ICDAR 2015 conference. For the more details, please 

refer to the paper that is included in Appendix A.2.  

Based on the above mentioned evaluation strategy, we manually marked the page segmentation 
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ground truth in 500 representative images from several tranScriptorium collections. The success 

rate of the final tranScriptorium page segmentation algorithm is recorded at ~90%. 

The page segmentation method was delivered in the form of a console application:  

LayoutAnalysis [ColorImage] [BinaryImage] [Output page xml] 

 

where [ColorImage] is the original image (color, grayscale or binary), [BinaryImage] the binary 

version of the original image and [Output page xml] the name of the file where the result will be 

stored in page xml format. 

Segmentation of structured documents using stochastic grammars 

Many proposed techniques for page segmentation are based on a first step of classification at pixel 

level, and then a post-processing step where pixels are grouped into regions to obtain uniform zones 

[An 2007]. In case of historical handwritten documents, the challenge in image segmentation is to 

detect homogeneous handwritten zones [Kozielski 2012]. Correct detection of textual zones is 

important for tackling subsequent problems. 

 

Many historical handwritten documents exhibit regularities similar to typeset documents and image 

segmentation techniques used for typeset documents can be considered for historical handwritten 

documents [Antonacopoulos 2011]. Segmentation of this kind of documents has been approached in 

the past with geometrical techniques. But for many other documents, page segmentation techniques 

that rely on explicit isolation of elements like characters, words or lines are often not useful. For 

those documents, holistic approaches seem more appropriate. In tranScriptorium, part of our 

research was focused on this second type of historical handwritten documents, concretely in 

marriage license books [Romero 2013]. 

 

In order to address both the detection of textual zones and the analysis of structural relationships 

among these zones, we consider the use of structural models, such as Stochastic Context-Free 

Grammars (SCFG). Bidimensional SCFG (2D-SCFG) is a well-known formalism that has been 

studied in the past for bidimensional parsing. This type of grammars is able to represent efficiently 

contextual bidimensional relations that are important for page segmentation [Alvaro 2013]. Here, 

we researched a formal model that integrated several stochastic models for textual zone 

segmentation and structural analysis directly into the parsing process of 2D-SCFG.  

 

Preliminary research using these ideas was reported in deliverable D3.1.2 [Gatos 2014a]. In this 

period, we improved this technique and a more comprehensive research was conducted. The results 

of this research were published in the Neurocomputing journal [Alvaro 2015] (seeAppendixA.2). 

Figure 3.1.2 shows an example of the results obtained with this technique. 
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Figure 3.1.2: Example of the page segmentation problem for two records. Several background 

zones are considered and each record is composed of three parts: (a) Name (b) Body (c) Tax. 

 

3.2 Text Line Detection 

Baseline Detection based on HMMs (UPVLC)  

In order to resolve the text line detection issue, a baseline detection methodology based on HMMs 

was developed at the tranScriptorium project. This baseline information was used by the different 

text segmentation and extraction techniques in order to generate the necessary text line images 

needed to feed the handwritten character recognition systems developed as part of the project. For 

more information on the problem and the developed methodology and tools to resolve it please read 

the tranScriptorium deliverable D3.1.2 [Gatos 2014a]. 

During this last period two studies were conducted to further evaluate the baseline detection 

methodology and its actual production use as part of the project. In [Bosch 2014] (see Appendix 

A.2), we reviewed the impact on user review time and detected baseline quality when using our 

developed system as part of a semi-automatic iterative process for creating production quality 

baselines in a large collection. The article showed that our methodology actually reduces over time 

the actual time needed by users to review the detected baselines due to the improvement of quality 

of the detected baselines as more data is available for the system to learn. In [Romero 2015] (see 

Appendix A.2), we studied the impact of having users review system generated solutions for text 

line extraction. The article evaluated how the different solution complexity impacted in the required 

user review time and what was the real gain for the hand written text recognition system when 

having to deal with the different quality of the solutions. The article showed that a system based on 

baseline detection plus a simple contour generation tool seems more adequate than a system that 

yields complex polygon based solution for production purposes as the required user review time is 

much lower and the actual error rate of the Handwritten Text Recognition (HTR) systems are only 

marginally lower. 

Baseline Detection starting from the polygon based representation (NCSR) 

The result of the tool that was delivered in the first year was a set of polygon based text line 

regions. One of the main problems encountered with the polygon areas was the enormous effort 

needed to correct the erroneous regions. In order to overcome this problem we developed a method 

for baseline estimation starting from the polygon based representation. The introduction of 

baselines made the correction quicker and more efficient.  

The proposed method defines a baseline as a set of points whose number depends on the size of the 
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text line. For small text lines two points are used to define the baseline whereas for wider text lines 

we used six points. The position of the lowest black pixel is computed for each column of the text 

line image and all these points build the set upon which the method is working. In more detail, a 

linear regression on this set of points is applied. For the case of small text lines, the regression is 

applied on the whole text line image. Large (with respect to their width) text lines are split into 

three uniform segments for which a separate regression is applied. Figure 3.2.1 presents examples 

of the produced baselines on a small text line (a), on a large text line (b) and on a large fluctuating 

text line (c). 

 

(a) 

 

(b) 

 

(c) 

Figure 3.2.1: Examples of the produced baselines on a (a) small, (b) large and (c) fluctuating text 

line. 

 

Polygon Based Text Line Segmentation 

In the approach delivered in the first year of the project we followed a three-stage procedure in 

order to detect the text lines of a document image (deliverable D3.1.2, Sections 3.2.2, 4.2.2 & 5.2.2 

[Gatos 2014a]). This work was extended by (a) making use of the extracted baselines described in 

the previous section, (b) adding a fourth stage which tries to solve the majority of the errors 

encountered by the first deliverable. More details are provided below. 

The result of the text line segmentation method comprises two different sets of points. The first set 

corresponds to the polygon representation whereas the second set is related with the baseline 

representation of each text line. After a careful error analysis on the results of the developed method 

for year 1 (deliverable D3.1.2, Sections 3.2.2, 4.2.2 & 5.2.2 [Gatos 2014a]), we noticed that the 

majority of the errors encountered were due to: 

a) Splitting of text lines into two or more parts because of the large height of several 

connected components (Figure 3.2.2a) 

b) Merging of small text lines owing to the small number of connected components (often 

only one) representing the text line (Figure 3.2.2b) 

c) Wrong assignment of connected components belonging to additions (small text lines 

above a larger text line which contain additional notes of the writer) to either the text line 

above or below (Fig. 3.2.2c). 

 

 




































































































































































































































































































































